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ABSTRACT 

 

Corpora come in various shapes and sizes and play an essential role in facilitating Natural Language Processing 

(NLP) tasks. However, the availability of corpora specialized for Evidence-Based Medicine (EBM) related tasks is 

limited. The study is aimed to discover how the size of a corpus influence the performance of our Deep Neural 

Network (DNN) model developed for contradiction detection in medical literature. We explored the potential of the 

EBM Summarizer corpus by Mollá and Santiago-Martínez, a medium-sized corpus to be used with our contradiction 

detection model. The dataset preparation involves the filtering of open-ended questions, duplicates of claims, and 

vague claims. As a result, two datasets were created with the claim input represented by sniptext in one dataset and 

longtext in the other. Experiments were conducted with varying numbers of hidden layers and units of the model 

using different datasets. The performance of the DNN model was recorded and compared with the result of using a 

small-sized corpus. It was found that the DNN model performance did not improve even after it was trained with a 

larger dataset derived from the medium-sized corpus. The factors may include the limitation of the DNN model itself 

and the quality of the datasets. 

 

Keywords: Evidence-based medicine, contradiction detection, medical literature, deep neural network, deep 

learning 

 

1.0 BACKGROUND 

 

The Evidence-Based Medicine (EBM) practice requires clinicians and researchers to be au courant with the current 

state of knowledge in the biomedical field. The best current evidence is gathered, appraised, and evaluated to make 

an informed clinical decision for their patients with their good clinical judgment, which also has to be aligned with 

the patients’ preferences and values [1]. The evidence in the form of research claims can be found in review articles, 

journal articles, practice guidelines, editorials, and many other forms of medical literature [2].  

 

The gathering of the evidence will involve the formulation of clinical questions as part of the process. A good 

clinical question must be as detailed as possible and should accept only “Yes” or “No” as the answer. When 

designing such questions, the PICO framework is used as a guideline which specified the elements to be included: 

Participants/Problem (P), Intervention (I), Comparison (C) and Outcome (O) [3]. The evidence or research claims 

that answer the clinical question may assert either a positive answer (“Yes”) or a negative answer (“No”) to the 

question. These assertion values were found to be the key in detecting whether the research claims that answer the 

same clinical question are contradictory or not [4], [5]. If two research claims that answer the same question has 

assertion values that differ from each other, they can be considered contradictory [4], as illustrated in Fig. 1. 

 

The automated detection of contradictory research claims can become a strong support for EBM practitioners to 

carry out their tasks. One of the challenges faced by EBM practitioners is the number of medical literature to be 

reviewed and appraised for their quality. In 2020, the MEDLINE archive held more than 27 million cumulative 

citations, recording daily new additions of 2,600 citations. Amongst the vast amount of literature that is 

continuously growing in number [6], the presence of contradictory research claims proves to be another hurdle that 

may complicate the EBM practice [7], [8]. 
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Fig. 1: Example of contradictory research claims found in the ManConCorpus 

 

 

In our previous study [9], we developed two deep neural network (DNN) models using several techniques such as 

the bidirectional Long-Short-Term Memory (LSTM), Global Vectors (GloVe), and Bidirectional Encoder 

Representations from Transformers (BERT) for the automatic detection of contradictory research claims through the 

classification of claim assertion value. The Manual Contradiction Corpus (ManConCorpus) [10], a collection of 

contradictory research claims from systematic reviews of the cardiovascular topic, was used to evaluate the two 

DNN models. The corpus is considered to be small in size, with 259 claims included in it. The outcome of the study 

revealed an encouraging performance of the model built using BERT, which surpassed the results from earlier 

studies done on contradiction detection in medical literature using the same corpus as the dataset in [4], [5]. 

 

The ManConCorpus is regarded as a small corpus. Its size has been hypothesized to be the obstacle in achieving a 

better result for contradiction detection in medical literature [5], [9], [11]. We extend our preceding work in [9] by 

evaluating the performance of the previously developed BERT-based model using a medium-sized corpus [12]. This 

study focuses on investigating the influence of corpus size on the performance of the DNN model. The experimental 

results are compared with the results from the previous study, which utilized a small-sized corpus. 

 

2.0 RELATED WORKS 

 

The existence of corpora which compiles biomedical texts and contradictory research claims found in medical 

literature, can be a great catalyst in enabling more research conducted in this area. The GENIA corpus [13], [14] was 

one the earliest corpus developed as a resource for natural language processing (NLP) tasks in bio-text mining. It 

consists of 2000 abstracts extracted from MEDLINE articles concerning the terms “human”, “blood cells”, and 

“transcription factor”. The corpus has molecular events annotated with biological and linguistic information, 

including the presence of negation and uncertainties. Selected event types from the corpus have been included in the 

BioNLP’09 corpus, which was used by Sarafraz [15] in 2012 to recognize the contradiction in medical literature 

through the usage of machine learning and rule-based methods. 

 

The BioScope corpus [16] is another derivative of the GENIA corpus, which was constructed and made available for 

the study on negation and uncertainties in biomedical literature. The corpus is made up of mostly clinical free-texts 

(radiology reports), biological full papers and abstracts from GENIA corpus. The texts were annotated for negations, 

speculations and linguistic scopes, and more than 20,000 sentences have been included in the corpus, with more than 

10% of them annotated for negation or uncertainty. 

 

In 2016, the Manual Contradiction Corpus (ManConCorpus), containing contradictory research claims mainly on 

the cardiovascular topic, was manually constructed by Alamri and Stevenson [10]. The ManConCorpus is created 

out of 24 systematic reviews and has a total of 259 abstracts, out of which 180 introduces positive claims (`Yes’), 

and 79 introduces negative claims (`No’). The process of annotating the corpus includes the formulation of clinical 
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questions using the PICO framework based on the review objectives. The question has to be close-ended and can be 

answered with either “Yes” or “No”. Then, the annotator has to identify the research claim by choosing the best 

sentence from the review abstract that answers the PICO question created earlier. The chosen claim will be labelled 

with the assertion values “YS” for claims that assert a “Yes” answer and “NO” for claims that assert a “No” answer 

to the question. Lastly, the claims will be annotated with their claim type, which can be either causal or evaluative 

claims. 

 

 
 

Fig. 2: A snippet of the ManConCorpus 

 

The availability of ManConCorpus has encouraged more research on contradiction detection in the biomedical 

domain. Tawfik and Spruit [5], [11] used the ManConCorpus to evaluate their automated two-phase model that 

outperformed the original systems developed by Alamri [4] in the extraction of research claims and detection of 

conflicts and contradiction. In 2019, Tawfik and Spruit again utilized the ManConCorpus in investigating the 

performance of models built using machine learning, deep learning and hybrid of both. Despite the promising 

findings from the studies, previous studies suggested that further study is needed due to the small size of the 

ManConCorpus corpus and the limited types of contradiction instances available in the corpus since they may 

influence the performance of an automated contradiction detection model. 

 

Alamri and Tawfik proposed possible enhancement to the existing model by annotating more details about the 

claims aside from their assertion value, highlighting claims in abstracts with colour codes signifying their assertion 

value, and incorporating general sentences in ManConCorpus to test the claim extraction performance of the 

proposed methods. As revealed by these limitations and possible future extensions of existing models, further 

research on the detection and recognition of contradictory claims in medical literature with a training corpus of a 

larger size and refined definition of contradictions is called for. 

 

In the same year, Mollá and Santiago-Martínez built a corpus of clinical questions and summarised findings from 

medical literature to support the development and testing of text processing tools that may be helpful in the EBM 

practice. The EBM Summarizer (EBMSum) corpus [12] consists of 456 questions, 1,396 answer components with 

1,225 of them are grade specified, 3,036 detailed answer justifications, and 2,908 unique PMID of referenced 

PubMed articles. 

 

In contrast with ManConCorpus, the EBMSum corpus was not constructed from systematic reviews but from the 

articles in the Clinical Inquiries section of the Journal of Family Practice (JFP). Their earlier study reported that 

using the Clinical Inquiries section of the JFP is more convenient in terms of building a corpus compared to 

systematic reviews [17]. The information extracted from articles in the JFP Clinical Inquiries section includes: 

 

1. The question, directly obtained from the article’s title.  

2. The answer parts or “snip” from the evidence-based answer section of the article. A question may have 

more than one snip. 
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3. The Strength of Recommendation (SOR) grading of each answer part. The evidence grading follows the 

Strength of Recommendation Taxonomy (SORT) grading scale that is used by JFP. 

4. The justifications of the evidence-based answers or “long” which are summarised information from each 

referenced medical literature. 

5. The reference ID or the PMID of referenced medical research publications from PubMed. 

 

Mollá and Santiago-Martínez’s corpus has been used in multiple studies, mainly on biomedical text summarization 

[18], [19]. Bavani, Ebrahimi, Wong and Chen [18]  reported that the corpus is considered middle-sized, and a larger 

corpus can help in generating a more reliable result. 

 

 
 

Fig. 3: A snippet of the EBMSum corpus 

 

In 2018, EBM-NLP corpus [20] containing 5,000 annotated abstracts extracted from medical articles on clinical 

RCT was developed by Nye et al. in 2018. They retrieved 5,000 abstracts from MEDLINE articles about RCTs 

related to cardiovascular diseases, cancer, and autism via PubMed. The texts were annotated with the P (Population), 

I (Intervention), and O (Outcome) elements based on EBM’s PICO framework, with the I and C components being 

combined into a single element I. The corpus was created in acknowledgement of the need for larger corpora to 

support research on NLP application in the EBM practice, especially for biomedical evidence synthesis. 

 

To date, the ManConCorpus is the only existing corpus that is specialized for the task of contradiction detection in 

medical literature. Although other existing biomedical corpus was constructed mainly to facilitate information 

extraction and text summarization in medical literature, they still possess the potential to be useful for contradiction 

detection tasks depending on the way they are utilized. 

 

3.0 METHODS 

 

The EBM Summarizer (EBMSum) corpus by Mollá and Santiago-Martínez [12] is used as the main dataset in this 

study. This corpus was chosen as it is a corpus specialized for EBM-related NLP tasks. Like the ManConCorpus, it 

contains information such as questions, answer parts, and justifications, making it suitable to be used with the 

current DNN model with minimal load and time spent in annotating any missing information. Compared to the 

ManConCorpus, the EBMSum corpus contains a larger amount of questions and research claims with a total of 456 

questions, 1,396 answer components with 1,225 of them are grade specified with 3,036 detailed answer 

justifications.  
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To the best of our knowledge, most of the extant research relied on the ManConCorpus as it is the only available 

corpus specialized for the task of contradiction detection in medical literature to date [4], [5], [9], [11], [21]. The 

small size of the ManConCorpus is one of the limitations highlighted in previous studies. In this study, we propose 

the usage of an alternative medium-sized [18] corpus, the EBMSum corpus [12], in aiding the task of recognizing 

contradictory medical research claims. The performance of the DNN model developed in our previous study is 

evaluated using the datasets extracted from the EBMSum corpus. 

 

3.1 Dataset Preparation 

 

The existing contradiction detection model requires inputs in the form of questions, research claims, and their claim 

assertion values as the input. While all of the inputs are readily available in the ManConCorpus, which was a corpus 

specialized for contradictory claims detection, it is a different case with the EBMSum corpus. The EBMSum corpus 

contains the information extracted from the articles in the Clinical Inquiries section of the Journal of Family Practice 

(JFP). The questions are directly obtained by extracting the title of the article. The corpus also consists of the answer 

parts called sniptext and answer justifications called longtext, which can be regarded as the research claim input 

component for the DNN model. Although the input components for question and claim can be obtained directly 

from the corpus, the corpus lacks the annotation of the claim assertion value. To enable the usage of the EBMSum 

corpus with the current DNN model, it needs to be annotated with the assertion value. 

 

In obtaining the claim assertion value, it is essential for the question to be close-ended and can only be answered 

with “Yes” or “No” answers. However, some of the questions in the corpus are open-ended and may not be 

formulated using the PICO framework. In this study, only close-ended questions that can be answered with “Yes” or 

“No” were selected as part of the dataset. With the elimination of questions that did not fulfil the criteria, the dataset 

holds 1123 entries. 

 

The next step is annotating the dataset entries with their claim assertion values. The annotation was done by two 

annotators with experience in conducting research on computational linguistics related to medicine. Both annotators 

possess advanced level of English proficiency with educational backgrounds in the biomedical and computer science 

field. The annotation process was done by following the same steps used by Alamri and Stevenson in annotating the 

ManConCorpus. The annotation process should follow the guideline set by the creator of ManConCorpus: 

 

1. The claim should be annotated with “YS” when the claim asserts a positive answer to the question. 

2. The claim should be annotated with “NO” when the claim asserts a negative answer to the question. “NO” 

should also be used if the claim neither asserts nor negates the question. 

 

In addition to that, any claims that do not clearly answer the question or are totally unrelated to the question are 

considered low-quality entries and are removed from the dataset. Should there be any disagreement between the 

annotation of different annotators, discussions should be done to resolve the differences and decide on the best 

annotation before the corpus annotation is finalized. 

 

There are two candidates of data from the EBMSum corpus that can be used as the research claim input component 

for the DNN model: the longtext and the sniptext. We created two separate datasets for the model performance 

evaluation; one uses sniptext as the claim, while the other contains longtext. Duplicates exist for both sniptext and 

longtext as one answer part can have multiple justifications, and likewise, one justification being associated with 

multiple answer parts. The numbers of unique claims in the sniptext and longtext datasets are 340 and 746, 

respectively. It is noted that the size of the dataset has become considerably smaller after the elimination of open-

ended questions, duplicates of sniptext and longtext, as well as low-quality claims. Both of the datasets contain 

imbalanced class distribution by having claims with assertion value “YS” with a higher number than “NO”. The 

class distribution of each of the datasets is shown in Table 1. 

 

Table 1: The class distribution of the sniptext and longtext dataset extracted from the EBMSum corpus 

 

Dataset Sniptext Longtext 

Claim assertion value  - YS 189 419 

Claim assertion value  - NO 151 327 

Total claims 340 746 
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After all the preparation tasks have been carried out, the dataset is complete with all the necessary input 

components: the selected questions and research claims from the EBMSum corpus with the claim assertion values 

annotated. The dataset is now ready to be used with the DNN model to classify the claim assertion value of 

question-claim pairs in detecting contradictory claims. 

 

3.2 Feature Extraction 

 

In this study, the BERT pre-trained model was utilized to extract features from the texts in the EBMSum corpus. 

BERT is a Transformer-based pre-trained model developed by Google and is said to be the first model to overcome 

the limitations of existing unidirectional language models and achieve true bidirectionality compared to pseudo-

bidirectionality by previous models [22], [23]. The model has been reported to achieve state-of-the-art for various 

datasets and NLP tasks, including scientific and medical literature [22]–[24]. It is publicly available and can be fine-

tuned or used as a feature extractor to suit the objective of the task. 

 

In our experiments, BERT, specifically the BERT-base-uncased model, was used as a sentence encoder. The 

representations produced by BERT are contextualized embeddings in which one word may have different 

representations depending on its context in the sequence. The BERT embedding scheme yields two outputs; the 

sequence output and the pooled output. Sequence output is the representation of each token in context, while the 

pooled output is the contextual representation of the input sequence as a whole. The pooled output, which captured 

the context of the questions and claims were retrieved to be processed by the subsequent layers of the DNN model 

for training and classification. 

 

3.3 Deep Neural Network Model 

 

Contradiction detection in medical texts by recognizing the claim assertion value is a text classification task where 

we are trying to identify the claim assertion value of each question-claim pair. In this study, the deep learning 

approach was applied to carry out the classification task. Fig. 4 illustrates the design of the DNN model. 

 

 

 
 

Fig. 4: The architecture of the DNN model  

 

The DNN model used in this study is the model developed in our previous work [9], which utilized BERT pre-

trained model [23]. Before being fed to the model, the inputs are tokenized using the BERT tokenizer. The BERT 

tokenizer utilizes the WordPiece algorithm in building a vocabulary of 30,000 tokens. The WordPiece tokenizer 

works by breaking each word in the input sentences into subwords called ‘wordpieces’ that minimizes the out-of-

vocabulary (OOV) occurrences [25]. Two special tokens, which are the “[CLS]” token at the beginning of each 

input sequence and “[SEP]” tokens as sentence separators, are introduced by the BERT tokenizer. The pooled 

output, which is the contextual representation of the whole input sentence, is derived from the “[CLS]” token, where 

its embedding is considered to sufficiently capture the holistic information of the input sentence [26]. 
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The Siamese-like architecture was applied in designing the model, considering that the inputs come in pairs. It 

allows the model to accept more than one input via multiple input channels. Both inputs will undergo BERT 

embedding with the same weights. The outputs from both input channels are then merged together. Following that, 

the output of the merging layer will pass through hidden layers assigned with the rectified linear (ReLU) activation 

function. The number of hidden layers and units are the variables in the experiments conducted in this study. 

 

The output layer with a single node using the Sigmoid activation function will produce a binary classification 

outcome that predicts the claim assertion values based on the input questions and claims. The interpretation of the 

prediction of class labels is subject to a threshold of 0.5. In combating overfitting, the learning rate for the Adam 

optimizer is specified to be relatively low. Dropout layers of rate 0.3 are also introduced, and early stopping is 

applied to stop training when the loss value is not improving. 

 

4.0 EXPERIMENTAL RESULTS AND DISCUSSION 

 

The claim assertion value is considered an important key in the detection of the claim assertion value. Hence, the 

performance of the model in recognizing the claim assertion value of a claim to its question reflects the performance 

of the detection of contradictory research claims. To evaluate the model performance, two experiments were done 

using the sniptext and the longtext dataset extracted from the EBMSum corpus. The dataset with sniptext consists of 

340 unique claims, while the dataset with longtext contains 746 entries. 

 

The results are recorded as the average precision, recall and F1 score across 10-fold stratified cross-validation. 

Precision measures the ratio of correctly predicted “YS” class (true positives) to the total of both correct and wrong 

predictions of assertion values as “YS” (true positive and false positive). Recall or sensitivity measures the ratio of 

correctly predicted “YS” class (true positives) to the actual number of the “YS” label (true positives and false 

negatives). F1 is an accuracy measure that takes both precision and recall into account. Unlike accuracy, F1 focuses 

more on false negatives and false positives than true negatives and is considered a great accuracy measure for 

imbalanced datasets. Stratification ensures that both “Yes” and “No” classes are represented in all dataset splits. The 

sizes of the datasets are not large; hence, the cross-validation evaluation method is chosen to optimize the usage of 

small to medium-sized corpora. Also, in order to compare the result with the previous study in [9], similar 

performance metrics were chosen. 

 

The results are recorded as the average precision, recall, and F1 score across the 10-fold cross-validation. Table 2 

describes the results of the experiments using the EBM Summarizer corpus. The result from the preceding study [9], 

which uses the smaller-sized ManConCorpus, are also included for comparison purposes. 

 

Table 2: The results of the experiments using the EBMSum corpus compared with the results from the previous 

study using the ManConCorpus 

 

Hidden 

layers 

Hidden 

units 

Average Precision Average Recall Average F1 

ManCon 

Corpus 

EBMSum 

(sniptext) 

EBMSum 

(longtext) 

ManCon 

Corpus 

EBMSum 

(sniptext) 

EBMSum 

(longtext) 

ManCon 

Corpus 

EBMSum 

(sniptext) 

EBMSum 

(longtext) 

1 1024 0.84 0.814 0.696 0.973 0.921 0.712 0.901 0.857 0.683 

2 256, 128 0.867 0.87 0.755 0.987 0.932 0.787 0.922 0.893 0.757 

2 1024, 512 0.809 0.863 0.70 0.987 0.928 0.688 0.889 0.887 0.671 

3 256, 128,6 4 0.815 0.642 0.711 0.987 0.85 0.836 0.892 0.706 0.746 

3 512, 256, 128 0.852 0.86 0.666 0.947 0.94 0.828 0.921 0.891 0.72 

 

The model achieved precision values of 0.642 to 0.87 when using the sniptext dataset and 0.666 to 0.755 when using 

the longtext dataset. The result indicates that the model has a lower false-positive rate when using sniptext than 

longtext. For recall, the model recorded values between 0.85 and 0.94 using the sniptext dataset. Meanwhile, the 

recall value when using the longtext dataset ranged from 0.688 to 0.836. The model achieved a higher sensitivity 

when used with the sniptext dataset compared to the longtext dataset. On the other hand, the model scored from 

0.706 to 0.893 for F1 when using the sniptext dataset while for the longtext dataset, the F1 score is between 0.671 to 

0.757.  

 

The overall result shows that the sniptext dataset contributed to better precision, recall and F1 of the DNN model in 

comparison to the longtext dataset. The results obtained from our preceding study using the small-sized 
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ManConCorpus [9] show that deep learning approach can improve the performance of contradiction detection model 

through the classification of the claim assertion value, which also outperform the models developed in the earlier 

studies [4], [5] that uses the machine learning approach evaluated on the ManConCorpus as well. However, the 

results achieved by both of the datasets derived from the EBMSum corpus did not surpass the outcome outlined by 

our previous work. In general, it can be said that training with a larger corpus alone does not improve the 

performance of the DNN model. 

 

An assumption was made where a better result is anticipated with the usage of a DNN model having trained with 

more data. Although the longtext dataset is of a bigger size than the other datasets, the performance of the DNN 

model is not better than when using the small-sized datasets. One of the most significant differences between the 

sniptext and longtext is the length of the sentences. Sniptexts are shorter and typically contain one or two sentences 

with a maximum length of 74 words. Longtexts are considerably longer and can contain up to 446 words. As a 

comparison, the claims in the ManConCorpus used in the previous study [9] is no longer than 55 words. It was 

found that one of the major issues with Transformer-based models like BERT is their limitation in capturing long-

term dependency when used with longer sequences due to the predefined fixed-length context [27]. The existing 

contradiction detection model will have to be modified for the sake of better processing of longer inputs which may 

result in a better outcome when using the longtext dataset. 

 

The features of the corpus itself may also influence the model performance. In the dataset preparation phase, due to 

the presence of open-ended questions, duplicate entries of sniptext and longtext, and the existence of vague claims 

that either assert unclear or having an unrelated answer to its question. The elimination process excluded so much 

data from the EBMSum, leaving less than 1000 claims out of over 3000 claims that are usable as part of the dataset. 

Data augmentation can be done to transform the excluded data to suit the dataset in order to include more entries in 

the dataset, for instance, by converting open-ended questions into close-ended questions based on the claims. 

However, the existence of duplicates and vague claims may still cause many of the data to be eliminated. 

Nevertheless, securing good-quality data that satisfy the criteria to be included in the dataset may allow a better 

generalization of the effect of using a larger corpus on the DNN model performance result.  

 

5.0 CONCLUSION 

 

In this study, we conducted experiments to investigate how corpus size influence the performance of the 

contradiction detection model. The DNN model used in this study is the model developed in our previous work [9] 

using BERT. Two datasets were derived from the medium-sized EBMSum corpus to be used with the existing 

model. Based on the result, it was discovered that training with a bigger dataset does not necessarily produce a better 

performance. The model did not achieve a better result using the dataset derived from the medium-sized EBMSum 

corpus compared to the smaller ManConCorpus. This may be caused by BERT having difficulty capturing long-

term dependency due to the fixed-length context [27] as well as the quality of the corpus itself, which prompted 

many of the data to be excluded from the dataset. Further enhancement can be done by improving the current model 

to overcome the issue of long-term dependency and acquiring better-quality data to be used as part of the dataset. 
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