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Abstract  
This research focuses on theorems governing computational methods. Computational 
methods are a group of techniques that acts on big content with data to get outcomes 
with the prospect of obtaining a decision-making process. The computational techniques 
that are considered in this study include the neural network, Kalman filter adaptation 
algorithm, Box-Jenkins technique, and regression analysis. The theorems considered in 
this research are mathematical methods. The predictive techniques covered consist of 
mathematical analysis of solving problems, which are computational methods. These 
theorems encompass predictive values, which come about being considered. These 
methods are based on these computational methods. The major objective of this 
research is to utilize quantitative techniques in solving complex challenges. The 
techniques are enumerated in this research. The evaluation of these methods is also 
investigated. The Kalman filter adaptation technique is the most accurate when 
compared with the neural network, Box-Jenkins technique, and the regression analysis 
when tested on data. This will enable a reliable method to be applied for modeling data 
and for making accurate and reliable decision making. 
 
Keywords:   Predictive models, Computational methods, Behavioral pattern, Machine 
learning, Evaluation.   

 

Introduction  

Prediction models can be applied in various ways. Kang et al. (2021) utilized different 
ways to predict and identify the reliability of techniques applied to modeling. These 
include data processing, data identification, feature processing, creation of models, 
preventing model oversizing, and identification of reliability models, together with 
artificial neural network techniques. According to Chancellor & De Choudhury (2020), 
machine learning techniques are applied to predict mental disorders, depression, 
suicidal rates, and levels of anxiety. As a result of limitations inherent in quantitative 
techniques, modeling of various disorders is a big issue (Chen, 2020). The preparedness 
with analytic examination concerning the procedure of the system is the base of the 
approach. Successes achieved in techniques, structure, and findings from the research 
are evaluated in the research. The evaluation of the research come up with requisitions 
and issues concerning the research (Chen et al., 2020). 
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For modeling data, Ozoh et al. (2014) exhibited a previous technique for modeling 

was by applying various computational methods. A major challenge to using these 

techniques is results are less than accurate. The minimum variation error is lowered as 

presented by Wu et al. (2021). A study of predictions of bioinformatics and production of 

drugs was introduced, and the study was divided into groups. This includes 3D structure-

based system, similarity-based system, machine learning-based method, and deep 

learning-based method. (Zhao et al., 2020). Up-to-date procedures found within 

computational methods, together with enlarged computational activities in recent times 

have led to more procedures within computational methods. (Hewing et al., 2020). A 

certain objective of the study is to summarize previous works on computational methods.  

Several computational methods go through lower time, together with cost for systems. 

Altogether, different blueprints containing different techniques are enumerated. A 

mixture comprising various techniques are used to resolve challenges with problems 

(Lin et al., 2020) 

In Agumah et al. (2020), different prediction techniques were developed for 
various applications. The study proposes different methods utilized in predictions and 
identifying accuracy in models. It gives a thorough study of their dominance and 
compares these techniques to select an accurate technique that will result in inefficient 
results. Achievements obtained in developing machine learning models, and the 
abundance of computational techniques have resulted in more interest in computational 
methods. Machine learning provides a big chance to discover plenty of data in error-free 
ways (Hewing et al., 2020). The main function of the research categorizing previous 
studies with computational methods. By introducing computational techniques, error 
values for financial transactions can be reduced (Kumar et al., 2020). The research 
dwells on utilizing computational techniques. These include artificial neural networks, 
fuzzy logic, etc for predicting stock market fluctuations.  
 

State-of-the-art techniques provide various methods for computational analysis. 
Together with analytical techniques, these data unlock new techniques for reliable data. 
The paper encapsulates computational methods for analysis and discusses their 
applications, problems, and future control of the process (Efremova & Teichmann, 
2020). Computer simulation techniques allow the description of important characteristics 
and changes between them, excluding sampling without significant computational 
features. In the past, a group of techniques was applied to sampling, defined as 
collective variables (CVs), with which sampling can be utilized. This research gives a 
presentation of simulation and the characteristics of CVs with their techniques, together 
with current achievements with techniques in computational methods (Allison, 2020). 
 
The contributions of this research are summarized as follows: 
1. This review carries out research and chooses a reliable technique to model and 
predict data.  
2. This study recommends an efficient method to predict data known as the Kalman filter 
adaptation algorithm, which offers reliable modeling performance in relation to artificial 
neural networks, Box-Jenkins, and regression analysis.  
3. This study confirms that the Kalman filter algorithm has the most reliable statistical 
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estimates than an artificial neural network, Box-Jenkins, and regression analysis.  
This study is composed of the following:  
Section 1 proposes modeling and predictions, and an investigation of the 
accomplishment of artificial neural network, Box-Jenkins, regression analysis and the 
Kalman filter adaptation algorithm. The research contributions to this study are also 
discussed.  
Section 2 introduces techniques applied in this study. It also gives the concepts of 
mathematical models used.  
Section 3 concerns evaluations of methods used and a description of results from the 
study.  
 
 
Methodology  
This research explores the concepts, theories, models, and data collection for machine 
learning techniques. The rules and guidelines for the methods are introduced. The 
models for covering the methodologies are also represented in the following sections. 
The computational techniques are thoroughly explained in detail.  
 
Neural Network  
With giant achievements in computing, the neural network has been utilized to solve 

complex problems (Yang et al., 2021). The research proposes a critical study of 

current processes in the neural network. This research investigates recent papers, for 

the most part, research administered over the last three decades. The neural network 

systems used in the research include multi-layer perceptron neural network (MLPNN), 

convolutional neural network (CNN), and recurrent neural network (RNN). Chaabouni 

& Baroni (2021) explore this computational technique trained with deep-learning 

techniques, which develop communication systems. The recognized changes is 

described by various requirements. The uncertainties involved in the models are 

detected in the obtained models. The study introduces this technique to obtain the 

variables (Khoo et al. (2021). Baek et al. (2021) proposed reliable predictions at a 

conference. The research investigated network systems containing inter-connected 

theorems, and evaluated the system to result in a transformed and well-integrated 

system. The system enabled the fast infusion of modeling problems, and on condition 

that they get meaning to the consequence of the system.  

 A neural network as discussed by Khoo et al. (2021) is given as follows: 

                                               (1) 
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are variables  

 

Kalman Filter Adaptation Algorithm  

According to Alfian et al. (2021), the Kalman filter has the capacity to capture errors. The 

study utilizes this technique to lower errors. If the error is big, then accuracy becomes 

reduced (Alfian et al., 2021). Although when there are outliers and error deviations, the 

reliability obtained models cannot be confirmed. (Lai et al., 2921) propose a narrative 

approach by incorporating model-based and data-driven techniques depending on the 

sequential extended Kalman filter (SEKF), to enhance the reliability of the system. The 

consequence of the investigation expresses that the proposed SEKF is more appropriate 

with outstanding reliability. 

 An iterative procedure can be applied to eliminate the noise produced by error 

functions (Lin et al., 2021). Madhavan (2021) presents a stochastic model for a systemic 

problem. Kalman filter algorithm is used to evaluate similar variables for a model. The 

method is described as follows (Arroyo-Marioli et al., 2021) :   

           (3) 

 and are unpredictable,   is the product, and are 

sustained variables. is denoted by price; temperature and humidity are known by . 

The dependent coefficient is denoted as . Equation (3) is denoted by 

   
                                                               (4)  

                             (5) 

for  

 
Equation (5) is the difference between observed and predicted variables. 

                               (6) 

 
The standard deviation (SD) is denoted by: 

                                                           (7) 
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standard error for values utilized in this research is denoted by: 

                                                                    (8) 

 
According to Zhong, (2021), the traditional data envelopment analysis (DEA) 

technique was utilized for reliability tests. It consists of issues. Examples of such issues 
are being over-elaborated with errors. In addition, the evaluation of original units us re-
assessed when a new evaluation is required. This research utilizes machine learning 
algorithms to allow the shortcomings assessment technique. The created model is, more 
usable, provides functional instruments for enhanced cost-effectiveness (Zhong, 2021).  
Accuracy within obtained results are investigated by utilizing the statistical estimates. 
These statistical parameters are calculated by utilizing the following connection:  

                                                          (9) 

                                                   (10) 

where,  is error, is real, and is number  

 
Box-Jenkins Technique 
The Box-Jenkins technique used in this study applies autoregressive integrated-moving 

average (ARIMA) process as a time series method. The idea of using a mathematical 

model to describe the behavior of a physical phenomenon is well established. In 

particular, it is possible to derive a model based on physical laws, which it is possible to 

calculate the value of some time-dependent quantity nearly exactly at any instant of time. 

If exact calculation were possible, such a model would be entirely deterministic. The 

adequacy of the Box Jenkins approach to time series modeling was discussed by 

(Asamoah et al., 2012). The Box Jenkins method used in this study was able to estimate 

models in order to meet the demand requirements of customers. Results obtained from 

the study indicated that the method is adequate for time-series data modeling. 
 

It may be possible to derive a probability or stochastic model, which models the 

probability of the future behavior of a value lying between two specified limits. The 

models for time series are stochastic models. A sequence of numbers is produced in the 

stochastic process. The backward shift operator  is applied to the computation of the Box-

Jenkins technique and is defined by Bzt = zt −1 . 

Hence,  B n zt  = zt −n  

Also, 

zt  = zt  − zt −1 = (1− B ) zt 

The stochastic models employed are based on the idea that an observable time series 

zt  is  

transformed to the process at , with  1 , 2 ,... as weights. i.e. 
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In general,  

 (B ) = 1 +  1 B +  2 B2 +... 

Let t, t − 1, t − 2,...be zt −1 , zt −2 ,... 

Also let zt = zt −   be the series of deviations from  The autoregressive model given by 

Equation (1) may be written economically as  

The model contains p+2 unknown parameters .   

The autoregressive (AR) model is a special case of the linear filter model of Equation 

(11), for example,  

can be eliminated by substituting  

          

 

Similarly,   can be substituted. Hence, 
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This is given as  
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This process is referred to as an ARMA (p, q) process. The ARIMA model can be 

expressed explicitly in terms of current and previous shocks. 

 

( ) t tB z a =

2

1 2, , ,..., ,p a    

1tz −

1 1 2 2 3 1 1...t t t p t p tz z z z a  − − − − − −= + + + +

2tz −

1 2

1 1 2 ...m m

t t m t t t t mz z a a a a   +

− − − − −= + + + + +

( ) t tB z a =

( ) ( )1

t t tz B a B a −= =

( ) ( )1

0

j

j

j

B B B  


−

=

= =

( ) ( ) ( )d

t t tB z B z B a   =  = +

( ) 2

1 21 ... p

PB B B B   = − − − −

( ) 2

1 21 ... q

qB B B B   = − − − −

( )B ( )B



 
 

 
International STEM Journal, Volume 2 No.2, Dec 2021, 1-12 

 

 
7 

 

 

A linear model can be written as the output  from the linear filter  

                                    (13) 

whose input is a white noise, or a sequence of uncorrelated shocks  with mean 0 and 

Common variance . Operating on both sides of Equation (13) with the generalized 

autoregressive operator  

 then, 

 

 

However, since it follows that  

 

 

Therefore, the  weights can be determined in the expansion 

                   (14) 

 

Thus, the  weights of the ARIMA process can be determined recursively through the  

equations  

with  for j < 0 , and  for    . It is noted that for j greater than the  

larger of  and q, the  weights satisfy the homogenous difference equation 

defined by the generalized autoregressive operator, that is, 

 

where B now operates on the subscript j. 
 
 

Regression Analysis  
Regression techniques belong to the class of causal models. The regression technique, 

As described by Wu (2018), is discussed in this section. A principal purpose of 

regression is to forecast known or assumed variables. To make predictions or  

estimates, we must identify the effective predictors of the variable of interest. A 

regression using only one predictor is called simple regression. Where variables are 

multiple or more predictors, multiple regressions analysis is employed.  

 
To develop a regression model, begin with a hypothesis about how several 

variables might be related to another variable and the relationship, i.e. 

Given a straight line, and letting  

ε2 =  Σ (yi - yp)2                                                           (15)                                                
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yp = predicted values, and yi = actual values. Also, let  

yp = m xi + b                                              (16) 

Combine Equation (15) and Equation (16),  

ε2 = Σ (yi - m xi - b)2  = 

Σ (m2xi
2 + 2mbxi - 2mxiyi + b2 - 2byi + yi

2)                            (17)                                                      

Equation (17) is at a minimum, i.e. 

  , and                                   (18) 

Solving for Equation (18), gives  

 = 2mΣxi
2 + 2bΣxi - 2Σ(xiyi)= 0              (19) 

Solving for Equation (18), gives  

 = 2mΣxi + 2Σb - 2Σyi = 0                  (20) 

 

To simplify the notations, let 

Sx = Σ xi  

Sy = Σ yi  

 Sxy = Σ (xiyi)  

  Sxx = Σ (xi
2) 

 Σ b = nb  

 

From Equation (19),  

Sxy = mSxx + bSx                         (21) 

From Equation (20),  

Sy = mSx + nb                               (22) 

 

The optimized values for m and b are respectively given as: 
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Data Collection  
Data collection is covered in this section. The quantitative techniques are tested on data 

collected to identify an accurate and reliable technique. When checking for the reliability, 

methods are investigated on data procured. This data consists of different structures of 

toxicity threats by internet users on their websites (Open Data Source, 2021). 

The chosen dataset taken from the website is below. The methods are 

investigated based on this dataset.  

Table 1: Dataset 

 

 
 

Results and Discussion  
The outcome of this research is shown in this part of the study. The output is 

implemented using the MATLAB programming language. Table 2 focuses on the 

reliability of the predicted values for the machine learning techniques by calculating and 

differentiating their independent root mean square error (RMSE) and the mean average 

percentage error (MAPE).  

 

Table 2: Performance of Machine Learning Techniques 

Statistical Variables  ANN Kalman Box-

Jenkins 

Regression  

Root mean square error 5.5 7.3E-15 7.1 8.3 

Mean average percentage 

error  

4.1 3.9E-15 6.5 7.8 

 

The RMSE and MAPE of the artificial neural network, Box-Jenkins technique, and 

the regression analysis are higher than the RMSE and MAPE of the Kalman filter 
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adaptation algorithm. Table 2 indicate the RMSE for the Kalman filter adaptation 

algorithm is 7.3E-15, and 3.9E-15 for MAPE, which are very much better than an artificial 

neural network (5.5), Box-Jenkins (7.1), and regression analysis (8.3) for RMSE and for 

MAPE, the artificial neural network is 4.1, Box-Jenkins is 6.5 and regression analysis is 

7.8. As a result, the Kalman filter adaptation algorithm is more reliable than the artificial 

neural network.  

The statistical variables for computational methods are computed to study the 

statistical inference of results obtained from the research. The statistical variables are 

weighed up indicating reliability with forecast values to actual values for studying the 

correctness with the output. Table 3 shows values of the Kalman filter adaptation 

algorithm (0.1%) is more reduced than that of the ANN technique (11.3%), Box-Jenkins 

technique (13.2) and the regression analysis (14.1). As a result, the Kalman filter 

adaptation algorithm has better reliability when weighed up with the ANN technique, 

Box-Jenkins technique and the regression technique.  

  

Table 3: Statistical Variables 

Method   Mean Std. 

Dev. 

Minimum Maximum 

Kalman 98.5 0.1% 78.6 113.9 

ANN 98.7 11.3% 81.3 119.6 

Box-

Jenkins  

89.9 13.2 88.2 121.7 

Regression  89.4 14.1 89.2 122.5 

 

 
Conclusion 
 

 The use of implementing the accurate and reliable methods is important in 

modeling and predictions, otherwise poor results might occur. This research focuses on 

the reliability of evolving predictive models utilizing machine learning techniques. These 

models are evaluated on archival data utilizing these methods. This research suggests 

that the Kalman filter adaptation algorithm is more constructive in contrast to the artificial 

neural network, Box-Jenkins technique and the regression analysis.This validates the 

Kalman filter adaptation algorithm to be more functional in predicting data.     

 

For further work, research will be taken up to evolve predictive models of variables 

influencing internet usage. This area of research is also known as IoT. This could be a 

part of future technology. Frameworks will be constructed based on these variables. 
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